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The LH-1 antenna of the purple bacteriumRhodopseudomonasViridis has been investigated using femtosecond
pump-probe spectroscopy. We find that qualitatively the relaxation processes are comparable to those in
Rhodobacter sphaeroidesandRhodospirillum rubrum. Both the spectral relaxation and depolarization take
place in approximately 150 fs, which suggests that the excitations in the LH-1 ring are delocalized over two
to three pigments. Strong oscillations of the pump-probe signal are observed at all temperatures. We conclude
that these must be of a vibrational origin and could be related to the observed fine structure seen in the
low-temperature absorption spectrum ofRps.Viridis membranes. The main frequencies of the oscillations
are 65 and 105 cm-1, and the damping time is∼700 fs. From the amplitude of the oscillations and the slow
damping time, we conclude that excitations are transferred in a vibrationally coherent manner from site to
site.

I. Introduction

The primary events in photosynthesis are the absorption of
light, transportation of the associated energy, and conversion
into a stable electrochemical potential. The latter task is
performed in a highly specialized pigment-protein complex
called the reaction center. The first two tasks are performed
by so-called light harvesting or antenna complexes (see for a
recent review ref 1). In the past years, much progress has been
made in the structural knowledge of photosynthetic complexes.
In plant systems the structures of the PS I, PS II, and LHC II
complexes are known with moderate resolution (3.4-8 Å).2-4

One of the first reports of antenna and reaction center organiza-
tion in bacterial photosynthetic membranes was made by Miller
et al. ofRps.Viridis.5 These membranes have a pseudocrys-
talline organization of the RC core complexes in vivo, which
enables electron microscopy combined with Fourier analysis
techniques to picture the membrane with a resolution up to 20
Å.5,6 These results for the first time demonstrated that the
antenna systems in purple bacteria are organized in a regular
circular manner, in the case of the LH-1 complex ofRps.Viridis
in a circle around the RC. In 1995 the first high-resolution
three-dimensional X-ray structure of a bacterial antenna complex
was published by McDermott et al.7 This revealed that the
peripheral (LH-2) antenna ofRps. acidophilaconsists of a
circular aggregate of nine dimeric pigment protein units, a dimer
consisting of anR and aâpolypeptide, each binding a bacte-
riochlorophyll molecule at a conserved histidine residue located
in the transmembrane helical stretch of the protein.7,8 The
distances between neighboring pigments are approximately 9
Å, suggesting that there is relatively strong electronic coupling
between them. For the LH-2 complex ofRps. molischianum
the high-resolution three-dimensional structure has now also
been solved, and this complex is comparable to that ofRps.

acidophilabut consists of eight dimeric units.9 Karrash et al.10

have shown that reconstitution of dimeric LH-1 subunits resulted
in spontaneous 2D crystallization into a 16-fold symmetric ring,
resembling in size very much the electron microscopy results
of Miller and Stark et al.5,6 Due to this accumulating evidence,
it is now generally accepted that a circular organization ofR,â
pigment-protein subunits is a general feature of antenna
complexes of purple bacteria.
While the high-resolution structures give the precise spatial

organization of the pigments within the antenna complexes, in
general, the function of the protein is not only to “fix” the
pigments at a specific position and orientation but also to
influence the spectral properties through specific and nonspecific
pigment-protein interactions. This has for instance been shown
by studying the influence of specific point mutations in the
protein surrounding the Bchl pigments.11,12 All high-resolution
structures suggest a high degree of symmetry in the antenna
complexes. In the LH-2 complex ofRps. acidophilafor
instance, only two different environments for the Bchl molecules
can be discerned: the binding sites belonging to theR andâ
polypeptide. From the X-ray structure it is clear that theâ
pigment is slightly bent. This shows that, apart from influencing
the electronic (π) structure of the pigment, the protein environ-
ment can even influence the shape of the pigment,7 which is
known to have a strong influence on the spectroscopic properties
of these pigments.13 Calculations to model the circular dichro-
ism of this complex have given additional indications for a
spectral heterogeneity associated with theR andâ pigments.14

The spectral heterogeneity is however not visible in the (low-
temperature) absorption spectra of the Bchla containing antenna
systems, suggesting that in these systems the splitting is much
less than the inhomogeneous and homogeneous broadening.
Contrary to the Bchla containing purple bacteria,Rps.Viridis
does show a spectral heterogeneity in the low-temperature
absorption spectra. At cryogenic temperatures, four different
bands can be discerned in the absorption spectrum.15 One of
the possible explanations for the fine structure is that the above-
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mentionedR-â heterogeneity is much stronger than the other
broadening effects in this system. Furthermore, in the mem-
brane preparations, additional asymmetry in the structure can
be introduced by the presence of the reaction center in the center
of the ring. Since the reaction center is asymmetric, the ringlike
structure is distorted and could cause spectral heterogeneity.
McGlynn et al. have demonstrated that there are less subunits
present per reaction center when the puf-X protein is present
during the synthesis of the photosynthetic membrane.16 From
this they conclude that probably, in vivo, the LH-1 ring is not
complete but that a section of the ring is occupied by the puf-X
protein. This protein is assumed to play a role in the quinone
transport to and from the reaction center and is an additional
symmetry-breaking factor that could cause spectral heterogene-
ity. Apart from arguments based on structural heterogeneity,
alternate explanations for the observed heterogeneity are exciton
interaction17 or the presence of a strong vibrational structure of
the individual chromophores. Note that the latter would imply
relatively large Franck-Condon factors for some specific low-
frequency vibrations.
One of the main functions of the antenna complex is to

transfer excitations through the membrane to the reaction center.
Many time-resolved measurements with subpicosecond time
resolution have been performed to monitor the rate and mech-
anism of energy transfer in LH-1 and LH-2 antenna complexes
of different species. These have been done using fluorescence
up-conversion, pump-probe, and photon echo techniques.18-32

They have shown that after excitation very fast relaxation takes
place (<1 ps) which is most probably due to excitation
migration. This relaxation shows up in pump-probe and
fluorescence measurements as a spectral red-shift of the absorp-
tion difference spectrum and depolarization of the emission,
respectively. Both phenomena have been analyzed in terms of
excitation migration in inhomogeneously broadened molecular
aggregates. Inhomogeneity in bacterial antenna complexes has
been extensively studied using methods such as fluorescence
line narrowing and hole burning and probably has a width in
the range 200-400 cm-1 for different complexes.33,34 Both the
dynamic spectral relaxation and depolarization could be under-
stood with these amounts of inhomogeneity. Recent calculations
have shown that inhomogeneity has considerable influence on
the spectral properties of these circular complexes,17,20,31,35,36

and needs to be incorporated to explain steady-state and dynamic
properties of these complexes. In the core antenna ofRps.
Viridis, due to the possible heterogeneity, the relaxation could
be different from the apparently only inhomogeneously broad-
ened LH-1 antenna complexes ofRb. sphaeroidesand Rs.
rubrum. Time-resolved measurements with picosecond resolu-
tion have shown that relaxation in the antenna is fast and that
trapping inRps.Viridis takes place with approximately 60 ps
at room temperature.37 The time resolution in these experiments
was however not large enough to resolve the fast energy-transfer
processes that take place in the antenna. To further investigate
the nature of the inhomogeneity and heterogeneity in the core
antenna ofRps. Viridis, we have performed pump-probe
measurements at different temperatures on photosynthetic
membranes with∼100 fs time resolution. While the spectral
relaxation is qualitatively similar to that found in other systems,
there are some distinct differences inRps.Viridis. Most notably
the coherent oscillations observed in the pump-probe measure-
ments are very pronounced inRps. Viridis, even at room
temperature. An analysis of the temperature and wavelength
dependence of the oscillations suggests that conventional transfer
mechanisms cannot explain the slow damping of the modula-

tions but that some form of vibrationally coherent transfer of
excitations takes place.

II. Materials and Methods

Samples were prepared as described before.15 For the low-
temperature measurements, the membranes were diluted in a
buffer containing∼70% glycerol and 100 mM potassium buffer
(pH 7.8). For the room-temperature measurements the sample
was put in a rotating measuring cell (light path 3 mm) and
spinned at a frequency of approximately 45 Hz (∼13 m/s). This
ensures that (at a repetition rate of 100 kHz) the sample receives
at most two pulses before being refreshed. In the low-
temperature measurements the sample was put in a 3 mmacrylic
cuvette and cooled using a UTREKS helium flow cryostat. A
15 cm lens was used to focus both pump and probe beams in
the sample (spot size∼150 µm diameter), and the typical
excitation intensity was 0.02-0.1 nJ/pulse. Probe intensity was
typically 10 times lower. Femtosecond pulses at 800 nm were
generated using a titanium:sapphire-based oscillator (Coherent,
MIRA) and regenerative amplifier (REGA). This combination
generates 180 fs, 4µJ pulses around 800 nm at a repetition rate
of 100 kHz. Twenty-five percent of the pulse is used to generate
a white light continuum by focusing the beam in a 2 mmthick
sapphire disk. Part of the continuum is compressed using a
prism compressor and used as the probe pulse. The dispersion
of the continuum was corrected in the wavelength region around
1000 nm by measuring the probe wavelength dependence of
the optical Kerr signal of a CS2 sample.38 The remaining chirp
after correction was cubic, with a maximum deviation of less
than 40 fs in the range between 960 and 1070 nm. The
measured traces were corrected for this after the measurement
by artificially shifting the zero point of the measured kinetics.
The remaining part of the continuum was used to seed a double-
pass optical parametric amplifier (OPA-9400, Coherent). The
OPA is pumped with the frequency-doubled remainder of the
fundamental 800 nm REGA output. From the output of the
OPA, the idler is selected using cutoff filters, and the pulse
was compressed by placing 2.5 cm of glass (BK7) in the beam.
This way of compressing the pulse was necessary because the
idler output of the OPA is negatively chirped. Optimal
compression of both idler and white light continuum resulted
in a 100-120 fs cross-correlation at 1020 nm (measured using
a 0.2 mm BBO crystal at the place of the sample). The pump
beam polarization was rotated using a variable waveplate; final
cross-extinction of the pump and probe beams was better than
1/200. The detection wavelength was selected after the sample
using a1/8 m monochromator (bandwidth 4 nm), and detection
was done using a lock-in technique. The power spectrum was
calculated using the S-plus statistical software package (see
Results section for more details of the Fourier analysis).

III. Results

Magic Angle Delta Absorption Spectra and Kinetics. In
Figure 1 the absorption spectra of membranes ofRps.Viridis at
room temperature and 4 K are shown together with the
absorption-difference spectra at different temperatures, 1.6 ps
after excitation. The absorption spectra are essentially equal
to those presented earlier.15 Remarkable is the large red-shift
and narrowing of the near-infrared absorption band upon
lowering the temperature from 290 to 4 K. In ref 15 at least
four Gaussian bands were needed to describe the 4 K absorption
spectrum. Recent linear dichroism measurements on these
samples have shown that the redmost absorption band (around
1045 nm) has a slightly higher LD/A ratio than the bulk of the
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absorption band, thus providing an independent confirmation
for the heterogeneous nature of the Qy absorption band inRps.
Viridis.39
The absorption difference spectra shown in Figure 1 are taken

1.6 ps after excitation. As will be demonstrated below, all major
relaxation processes take place within the first picosecond, and
thus the spectra after 1.6 ps represent “relaxed” delta OD spectra.
Kinetic measurements on a long time scale show that the shape
of the delta OD spectrum does not change after∼1 ps but de-
cays in amplitude with a decay time of approximately 150 ps
at 30 K.
The shape of the delta OD spectra is qualitatively similar to

delta OD spectra observed for other purple bacteria.18,19,25,27,28,40

The blue part of the spectrum consists of excited-state absorption
whereas the red part of the spectrum reflects a sum of ground-
state bleaching and stimulated emission. Upon lowering the
temperature, the delta absorption spectrum basically follows the
changes of the OD spectrum, i.e., the spectrum gets more narrow
and shifts to the red. However, especially the 4 K spectrum is
differently shaped from the difference spectra obtained at higher
temperatures. The excited-state absorption band has become
extremely narrow, and the bleaching region appears to consist
of a relatively narrow peak superimposed on a relatively broad
band.
Figure 2 shows kinetic traces detected at different wavelengths

in the Qy region of theRps.Viridis antenna after excitation at
1017 nm at 77 K. After correction, the final uncertainty in the
t ) 0 definition is on the order of 10 fs. First it is clear that
most dynamics occur within the first picosecond after excitation.
The signals consist of coherent pump-probe and free induction
decay contributions aroundt ) 0, with superimposed the true
population signals. In addition to this, oscillations can clearly
be seen in the pump-probe signals lasting up to 1 ps after
excitation.
Figure 3a shows a spectral representation of the kinetic data.

To generate these time-gated spectra, the signals at each wave-
length (spaced 10 nm) were taken at a certain time delay and
plotted together as a spectrum. To guide the eye, a smooth

curve was generated from the data using a cubic spline inter-
polation routine and was plotted through the data points.
From the time-gated spectra, we can easily discern three dif-

ferent spectral shapes. The early spectra have a negative signal
around 1030 nm, whereas to the red as well as to the blue the
signal is positive. Note that the minimum of the initial signal
doesnot coincide with the wavelength of the exciting pulse
(1017 nm). This signal is present during the pulse and slightly
changes shape (compare the-40 and-7 fs spectra in Figure
3a). At later times (125 fs) a spectrum is formed that has a
large negative signal around 1040 nm and a positive band
peaking at 1005 nm. The final spectrum is slightly broader
than the 125 fs spectrum and has shifted to the red (a negative
peak at 1055 nm and a positive band at 1020 nm). To do a
more thorough analysis of the spectral evolution and to estimate
the time scale of the changes, we have performed a global
analysis of the kinetic data using a sequential model. We find
that a satisfactory fit could be obtained using two sequential
states together with a pulse following contribution that accounts
for the fast early signals. The time required for the first state
to convert into the second state was 150 fs. The corresponding
species-associated spectra are shown in Figure 3b. The pulse-
following contribution has a shape that strongly resembles the
early time spectra shown in Figure 3a. The initially created
and final spectrum are comparable to the 125 fs and 1.1 ps
spectra of Figure 3a, respectively. The final spectrum is∼10
nm red-shifted with respect to the initially created state. To
compare with similar measurements by Visser et al.,18,19we have
extracted the location of the zero crossing from the interpolated
data. We note that the spectral resolution is much lower in our
experiment, and the coherent artifact significantly disturbs the
initial part of this shift. However, the typical decay (1/e) time
of the zero crossing of the interpolated data was 130 fs, which
is close to the time constant derived using the spectral fitting
model.
Figure 4 shows the spectral evolution of the absorption

difference spectrum at 77 K upon excitation at 1036 nm. The
shape of the spectra is very comparable to those observed upon
excitation at 1017 nm. A clear difference is however that no
or hardly any red-shift of the zero crossing is seen in the pump-
probe spectrum. The end spectra are equal within experimental
error.

Figure 1. Absorption difference spectra taken 1.6 ps after excitation
at room temperature (chain-dash), 77 K (dotted) and 5 K (solid). The
spectra were recorded by keeping the delay between pump and probe
fixed and scanning the monochromator to spectrally resolve the
difference signal. Pump and probe beams were polarized under magic
angle. The absolute absorption difference was on the order of 5 mOD;
the spectra at different temperatures are not normalized relative to
each other. The inset gives the absorption spectrum of membrane
fragments ofRps.Viridis at room temperature (chain-dash) and 4 K
(solid).

Figure 2. Time-resolved absorption difference measurements upon
excitation at 1017 nm and detection at different wavelengths within
the Qy region of theRps.Viridis antenna band. The temperature was
77 K. The data shown are part of the data used to construct the
absorption difference spectra in Figure 3. Going from top to bottom in
the graph, the wavelengths of detection were 1020, 990, 1030, 1070,
1040, and 1050 nm, respectively.
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Anisotropy. We have measured polarized pump-probe ki-
netics at a variety of excitation and probe wavelength combina-

tions and temperatures. Figure 5 shows an anisotropy measure-
ment at 4 K upon excitation in the red part of the band (1055
nm). Again, in the region aroundt ) 0 strong contributions of
coherent coupling are seen in the individual measurements with
the probe beam both parallel and perpendicular to the excitation
pulse polarization. Shown in the figure is also the anisotropy
calculated from both traces and a monoexponential decay
function fitted to the anisotropy decay. The decay of the
anisotropy takes place with a characteristic time of 150 fs, and
the residual anisotropy (after 1.5 ps) is in this case 0.16, which
is significantly higher than the value of 0.1 found upon excitation
in the middle and the blue part of the band (not shown). Figure
6 shows an anisotropy signal detected at 1050 nm. In this signal
clearly oscillations in the calculated anisotropy can be observed.
We note that fitting the anisotropy is ambiguous, since the region
aroundt ) 0 is strongly contaminated with contributions other
than from population dynamics. As a consequence, fitting of
the anisotropy was started after pump-probe pulse overlap.
Furthermore, also the oscillations could contribute to fast phases
in the anisotropy signal.
Oscillations. Following the excitation of theRps.Viridis

LH-1 antenna, strong oscillations are observed at all detection
wavelengths and at all temperatures. Even at room temperature

Figure 3. (A, top) spectral representation of kinetic traces obtained
upon excitation at 1017 nm at 77 K (see Figure 2). Shown are spectra
at time points-40 fs (squares),-7 fs (diamonds), 60 fs (triangles
pointing up), 125 fs (triangles pointing left), and 1.1 ps (triangles
pointing down). The symbols represent the true data points; the lines
are spline fits to the data and were added to guide the eye. The inset
shows the integrated total absorption difference intensity aroundt ) 0
(total time range shown is 350 fs). (B, bottom) Resulting spectra of a
global analysis of all the data of the 1017 nm excitation experiment
using a three-step sequential model. The first spectrum (squares) is
following the pulse. Initially, the diamonds spectrum is formed which
relaxes to the final spectrum (circles) with a time constant of 150 fs.

Figure 4. Evolution of the absorption difference spectrum after
excitation at 1036 nm. See Figure 3 for details.

Figure 5. The 5 K anisotropy measurement. Excitation was at 1055
nm and detection at 1070 nm; shown are the parallel (solid),
perpendicular (dash) pump-probe response, the calculated (squares)
and the fitted anisotropy (solid). The anisotropy was fitted with a 150
fs monoexponential decay and a remaining anisotropy of 0.16.

Figure 6. Anisotropy of the pump-probe signal measured after
excitation at 1055 nm and detection at 1050 nm. The temperature was
5 K (see Figure 5 for details).
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(not shown) oscillations with an amplitude of∼20% could be
observed. Figure 7a shows traces detected at different positions
in the absorption band upon excitation at 1017 nm at 77 K.
The dashed vertical line was drawn to indicate the approximate
position of the “peaks” or “valleys” in the oscillations of the
different traces. It is clear from this comparison that the phase
of the oscillation is constant throughout the band, except for a
180° phase flip. A detailed analysis of the data shown in Figures
2 and 3 indicates that there are two points where this phase
jump takes place. One is at 1030 nm, slightly blue-shifted from
the isosbestic point (which is at 1035 nm at 77 K). The other
180° phase shift takes place between 1060 and 1070 nm. In
these traces the maximum relative amplitude of the oscillation
was 20% (detection at 1040 nm). Figure 7b illustrates that there
is no excitation wavelength dependence of the oscillatory pattern
or of the amplitude of the oscillations. The excitation wave-
lengths in Figure 7b range from∼22 nm to the blue to∼17
nm to the red of the absorption maximum.
Analysis of the Oscillations. Figure 8 shows the residual

of the 1040 nm trace from Figure 2 after fitting with a biex-
ponential decay to remove the nonoscillatory part of the signal.
To analyze the oscillations, we have fitted the residual with the
following function:

The drawn line through the residual in the top of Figure 8 is a
fit to the data with this function giving a damping time of 780
fs for both oscillatory components, and frequencies of 61 and
106 cm-1 for the oscillations. Given the signal-to-noise ratio
of the measurement, no improvement of the fit was observed
by adding a separate damping rate for the second mode. A
complementary way of analyzing the frequency content of the
oscillations is to calculate a power spectrum or periodogram of
the residual. To improve the resolution of the power spectrum,
the signal was tapered (i.e., zeros were added to the end of the
time trace before transformation to increase the spectral resolu-
tion of the analysis). In the power spectrum shown in the
bottom of Figure 8 two dominant frequencies can be found, at
65 and 103 cm-1. Minor peaks are at 28, 133, and 180 cm-1.
The decay time of the modes was derived from the full width
at half-maximum (fwhm) of the peaks in the Fourier spectrum
usingτd ) 1/(2∆νc). The width of the Fourier component (∼25
cm-1) corresponds to a decay time of 670 fs, which is close to
the damping time found in the nonlinear fitting procedure above.
In general, the Fourier spectra of all residuals of the traces
between 990 and 1090 nm showed identical features. All
Fourier spectra were dominated by two distinct spectral
components, one around 65 cm-1 and one around 105 cm-1,
both with a width of∼25 cm-1. To validate our Fourier analysis
method and to determine the systematic errors made in the
location and width of the peaks, we have analyzed simulated
traces comparable to the measured data (noise and a mono- or
biphasic decay was added to two oscillatory components and
the data was convoluted with a∼100 fs wide Gaussian pulse
representing the instrument response). Errors in the estimated
parameters were approximately 10% (location) and 20% (width).

Figure 7. (A, top) Comparison of different traces, focused on the
oscillatory patterns. The traces were scaled and some inverted to make
comparison easy. From top to bottom, traces at 1090, 1070, 1050, 1010,
990. and 1030 nm are shown. The vertical line was drawn to indicate
the approximate maxima and minima in the oscillatory patterns.
Excitation was at 1017 nm and temperature was 77 K. (B, bottom)
Kinetics after excitation at 1017 (solid), 1036 (dashed), and 1056 nm
(dotted). The traces were scaled to make the signal at later times overlap.
Detection was at 1050 nm and temperature was 77 K.

Figure 8. Top part shows the residual of a trace upon excitation at
1017 nm and detection at 1040 nm. The solid curve is a fit to the data
using a combination of two decaying sine functions (see text). The
parameters of the fit areτd ) 0.78ps,τ1 ) 0.31ps,τ2 ) 0.54ps,A1 )
0.29,A2 ) 0.26,φ1 ) 2, andφ2 ) 1.26. The bottom graph shows the
power spectrum of the residuals at different temperatures. Shown are
the power spectra at room temperature (dashed), 77 K (solid), and
4 K (dash-dot). The locations and widths of the peaks are given in
Table 1.

Residual(t) ) exp(- t
τd)(A1 sin(2πt

τ1
+ φ1) +

A2 sin(2πt
τ2

+ φ2)) (1)
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This was also true for “bad” fits (i.e., biphasic fits of monoex-
ponential data, and vice versa). Only low frequency components
were strongly dependent on the fit used. This analysis indicates
that the estimates of frequency and decay times of the oscilla-
tions using the Fourier analysis are reliable for modes above
∼40 cm-1. In general, the frequencies found are very compa-
rable to measurements by other groups on Bchla containing
antenna systems.21-23 Two similar modes found have for
instance also been observed by Chachisvilis et al. in the LH-1
complex ofRs. rubrum21 (67 and 103 cm-1). Also, the width
of the peaks (∼25 cm-1) and thus the damping of the oscillations
are very similar to their measurements. We note that the
estimates of the kinetics and decay times of the oscillations are
based on a model where the observed signal is a sum of
exponentially decaying and oscillating terms. In a model where
the decay is not exponential but for instance takes place in a
coherent fashion (see Discussion), this model does not apply,
and the decay rate of the oscillations should be differently
analyzed. Fourier spectra of the residuals at other temperatures
(5 K, 160 K, and room temperature) showed features essentially
identical to the ones described above. In all Fourier spectra
the spectrum was dominated by two components around 65 and
105 cm-1, except at room temperature, where the lowest
frequency was shifted to 48 cm-1. At typical wavelengths, we
have analyzed the Fourier spectrum of the residuals to extract
the frequencies of the oscillations, as well as the decay time.
The results are shown in Table 1. Most remarkable is that the
amplitude of the oscillations is very large, even at higher
temperatures. At room temperature oscillations with an am-
plitude of ∼20% (peak to peak) were observed. This weak
temperature dependence of the oscillation amplitude is markedly
different from the RC and the LH-1 antenna of Bchla containing
species, where a strong reduction of the oscillation amplitude
was observed when increasing the temperature to 290 K.21,42

Also note that the decay time of the oscillations is virtually
temperature independent.

IV. Discussion

Magic Angle Kinetics. The magic angle dynamics shown
in Figures 2-4 are characterized by fast signals during the
overlap of the pump and probe pulses, subsequent spectral
relaxation and oscillations superimposed on the decay kinetics.
Apart from these processes in the first few picoseconds, kinetic
measurement on a long time scale indicate that the overall
pump-probe signal decays with a time of 150 ps at 30 K. This
value found in our measurement is close to the decay of the
fluorescence in membranes found by Kleinherenbrink et al.43

and is due to trapping of excitations by oxidized reaction centers.
In our measurements the oxidized state of the reaction center is
a consequence of the high repetition rate in combination with

the excitation density used. The absolute bleaching of the
sample during the measurement was in the order of 5 mOD,
equivalent to an excitation density of 1 out of every 200
pigments per pulse. Given the relation between the repetition
rate (100 kHz) and the recombination rate of the charge-
separated state (6 ms at 4 K), it is evident that the reaction center
is permanently in the state P+Qa

- during these measurements.
Even though we report experiments at different temperatures,

we will, in the analysis, concentrate on the 77 K measurements
shown in Figures 2-4. The reason for this is first that the
spectral resolution is much higher compared to room temperature
and second that the possible amount of permanent hole burning
is significantly lower at this temperature compared to 4 K. Hole-
burning measurements at 4 K show that significant nonresonant
hole burning can take place at this temperature, even upon
excitation in the blue part of the band (Monshouwer et al.,
unpublished results).
The global analysis in Figure 3b demonstrates that a reason-

able description of the data shown in Figure 3a can be given
using a sequential model with two different spectra and a
contribution due to an infinitely fast decay component (pulse
follower). The initial (pulse following) signal has a spectral
shape roughly equal to the second derivative of the absorption
band. This feature is essentially present only during the overlap
of the pump and probe pulse and is found for all excitation
wavelengths and at all temperatures. Furthermore, we note that
in general the minimum of this component is not coinciding
with the wavelength of excitation.
Coherent Artifact. It is now well established that in a

pump-probe experiment during the overlap of the pump and
probe pulse, apart from signals arising from population changes,
additional coherent contributions are present in the observed
pump-probe signal.44-46 These contributions arise from the
presence of pump polarization during the probe pulse (pump
polarization coupling), as well as the so-called “perturbed free
induction decay”. Cruz et al. have analyzed these contributions
and their dependence on the population relaxation time (T1),
the dephasing time (T2), and the spectral inhomogeneity.44

Qualitatively, the initial spectra in Figures 3 and 4 agree nicely
with the predicted contribution from the free induction decay
component in these calculations. The simulations indicate that
this contribution has spectral oscillations that decrease in
frequency with increasing delay.44 Very similar features can
be clearly seen by comparison of the-40 and-7 fs spectra in
Figures 3a and 4. In both measurements, the positive peak of
the initial spectra in the red part shifts from around 1055 to
1065 nm going from-40 to -7 fs. This shift is consistent
with the signature of the free induction decay described above.
Important is however that the amplitude of the oscillations
essentially “follows” the pulse. The rate of decay (toward
negative time) of the free induction decay is dependent on both
the dephasing time and the inhomogeneity. A fast decay is
indicative of a fast dephasing and/or a large inhomogeneity.
Since the width of the absorption band is determined by these
two factors, an important parameter is the ratio between the
inverse width of the total absorption band and the pulse length
of the excitation and probe pulse. In our experiment, both are
approximately equal, which explains the observation that the
free induction decay does not extend much beforet ) 0 but
essentially coincides with the pulse. We therefore ascribe the
first phase in the kinetics to coherent coupling effects and not
to ultrafast energy transfer or relaxation. It should be noted
that modeling of the spectra with a two-level system is a strong
oversimplification. The signal in the blue is mainly due to

TABLE 1: Locations and Widths of the Two Dominant
Modes in the Power Spectrum of the Residual at Different
Temperaturesa

temp
(K)

λexc, λdet
(nm)

freq
(cm-1)

width (τd)
(cm-1 (ps))

freq
(cm-1)

width (τd)
(cm-1 (ps))

290 1015, 980 48 23.2 (0.72) 108 35.4 (0.47)
160 1017, 1050 65 25.7 (0.65) 103 26.4 (0.63)
77 1017, 1040 65 24.5 (0.68) 103 24.7 (0.67)
4 1055, 1050 67 19.5 (0.85) 104 25.1 (0.66)

aDecay times of the oscillations were calculated from the width of
the peak in the spectrum usingτd ) 1/(2c∆), where∆ is the full width
at half-maximum of the band in the Fourier spectrum. For the analysis
a residual was chosen with a large amplitude of the oscillations, general
features were however identical for all residuals.
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excited-state absorption and is thus not properly described in a
simple two-level model. This probably explains the strong
asymmetry of the coherent features, namely, that the spectral
oscillations are much more prominent in the red part of the
spectrum than in the excited-state absorption region.
Spectral Relaxation. Several techniques have been used to

study the dynamics of energy relaxation in photosynthetic
antenna complexes. The (polarized) pump-probe measure-
ments in this paper are most comparable to work done by Visser
et al., Chachisvilis et al., Hess et al., Kennis et al., and Nagarajan
et al. on the LH-1 and LH-2 complexes ofRb. sphaeroides, Rs.
rubrum,andRps. acidophila.18,19,21,25,26,28-30,40 Fleming and co-
workers have applied both fluorescence up-conversion and three
pulse photon echo techniques to investigate the nature and rate
of the relaxation.20,22,31 All techniques consistently demonstrate
that, after excitation, a fast (<1 ps) spectral equilibration of
the excitation takes place within the antenna complex. The
nature of the relaxation is however still a matter of debate,
ranging frommodels considering the exciton to be fully localized
on one chromophore (monomer or dimer) to models using
complete delocalization of the excitation over the antenna
complex. In general, however, the assumption is that the system
is excited in a state that is not in thermal equilibrium.
Subsequent dynamics represent the evolution of the system
toward equilibrium.
Visser et al. monitored the relaxation of the Qy delta OD

spectrum upon nonselective excitation in the Qx band of the
LH-1 complex of bothRs. rubrumandRb. sphaeroides.18,19

Even at room temperature the nonselective excitation does not
result in an equilibrium distribution, and relaxation takes place.
This is expressed in a shift of the difference spectrum of 12 nm
to the red with a main component of 325 fs (Rs. rubrum) and
700 fs (Rb. sphaeroides) at room temperature. Apart from some
small differences, the time-gated spectra in Figure 3 show the
same main features as the measurements on these systems. Also,
in Rps.Viridis a∼10-15 nm red-shift of the zero crossing of
the bimodal delta absorption signal is observed. Note however
that the excitation was not uniform, as is assumed for the Qx

excitation, but was selective. (The excitation was 22 nm blue-
shifted relative to the peak of the absorption band.) Further-
more, the coherent artifact contribution is much smaller in the
data by Visser et al., which is due to the Qx excitation scheme
in those experiments. The red-shift of the zero crossing was
interpreted by Visser et al. as a thermalization of the excitations
by hopping energy transfer between individual dimers on an
inhomogeneous lattice. Apart from a shift of the zero crossing,
there is also significant dynamic relaxation in the red part of
the spectrum. Apart from population transfer, these dynamics
are most likely related to dynamics in the excited state of the
Bchl molecules (SE) and to coherent artifact contributions. As
stated, the Qx excitation was assumed to result in a uniform
distribution of excitations over the inhomogeneously broadened
Qy absorption band. In this work and in recent work by other
groups, spectral relaxation in the Qy region has been monitored
in a variety of antenna systems upon direct excitation in the
long-wavelength band.25,26 Comparison of Figures 3 and 4
shows that, as would be expected, the spectral relaxation is
dependent on the initial excitation wavelength. Apparently, the
initially excited population in the 1036 nm excitation experiment
(Figure 4) is much closer to the thermalized “end” population,
since the spectral evolution toward this end spectrum is much
smaller. This is mainly expressed by the absence of a shift of
the zero crossing. Surprisingly, thus the relaxation upon
excitation in the Qx band inRb. sphaeroidesandRs. rubrumis

most comparable to the “blue” excited data set inRps.Viridis.
This suggests that either the Qx excitation does not result in an
isotropic distribution or the inhomogeneity is much different
in the LH-1 complexes ofRs. rubrumandRb. sphaeroidesin
comparison withRps.Viridis. In that respect it is interesting to
compare our experiments with those by Kennis et al. and
Nagarajan et al. on the LH-2 complex ofRps. acidophila.25,26

Upon excitation in the middle of the B850 band they observe
no (<1 nm) red-shift of the spectrum. To further investigate
these differences between species, more detailed spectral
evolution measurements should be done exciting in both the
Qx and the Qy region. We note that the strong oscillations seen
in the pump-probe signals suggest a relatively strong vibrational
progression in this antenna (see below). Since the vibronic
bands are broad, excitation via these transitions, which would
be the case for the 1017 nm data in Figure 3, results in a uniform
excitation of the antenna. This would explain the similarity
between the spectral relaxation after Qx excitation and excitation
in the blue part of the absorption spectrum.
Both the spectral model (Figure 3b) and the zero crossing

dynamics give a typical time for the relaxation inRps.Viridis
of ∼150 fs. This is a factor of 2-4 faster than found inRb.
sphaeroidesandRs. rubrum.18,19 We note however that there
are some differences that might make direct comparison difficult.
First the spectral resolution is much lower in our measurement.
Second, the instrument response in the experiments of Visser
et al. was approximately 4 times longer than in our experiment.
Since no deconvolution was done of the data, this could have
a pronounced effect on the extrapolated relaxation rate, espe-
cially in the case of multiexponential kinetics. We conclude
from the magic angle spectra that the spectral relaxation
observed inRps.Viridis is qualitatively similar to those observed
in Rs. rubrumandRb. sphaeroidesand is dominated by a 150
fs component. Comparison with the simulations by Visser et
al. indicates a transfer time between sites (in a hopping model)
of less than 100 fs.18,19 However, the estimate from this
simulation is strongly dependent on temperature and spectral
parameters such as homogeneous and inhomogeneous broaden-
ing of the antenna band. Since these parameters could be very
different from for instanceRs. rubrum, a direct comparison using
these simulations should be treated with caution. Furthermore,
the dependence of the spectral relaxation suggests that upon
excitation at 1036 nm the initial population is close to the
thermalized end population.
Anisotropy. Apart from spectral changes of the isotropic

spectra, the electronic relaxation is expressed in a depolarization
of the observed signal. Inherently, the pump-probe technique
is not the most suitable technique to study this, since the signal
is composed of a sum of different components, with (possibly)
different signs. This can severely disturb the anisotropy signal.
To minimize the contributions of these artifacts, we have looked
at the stimulated emission region of the delta absorption signal.
Comparison with the OD spectrum shows that at wavelengths
above 1060 nm the ground-state bleaching contribution to the
difference signal is negligible. Furthermore, we assume that
in this wavelength region the excited-state absorption is
relatively small. The signal in this region is thus mainly due
to stimulated emission and can therefore be directly compared
to the spontaneous emission measurements done by Jimenez et
al. and Bradforth et al.20,22 Upon excitation at 1036 as well as
1056 nm, the decay of the emission polarization is essentially
monoexponential with a decay time of∼150 fs. In LH-1
Bradforth et al. found a biphasic decay of the anisotropy with
a major 110 fs and a minor 400 fs component.22 The 150 fs
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found in our measurements could be a mixture of these two
components which possibly could not be resolved due to a
slightly worse S/N ratio in our experiments or due to a different
amplitude ratio of these components. The depolarization time
is thus quite comparable to that of the LH-1 ofRb. sphaeroides.
For homogeneous ringlike complexes the relationship between
the hopping time and the depolarization time is given by22

A relatively simple lower limit for the hopping time can be
derived by estimating the maximum homogeneous line width
from the steady-state absorption spectrum. A detailed spectral
analysis of the absorption spectrum showed that, at 4 K, the
absorption band consists of several bands.15 The width of these
bands was less than 20 nm (190 cm-1) fwhm. If we assume
that this width is completely due to lifetime broadening, we
can associate a single site lifetime of 90 fs with this spectral
width. Since in these antenna systems also back-transfer is
possible from neighboring pigments, the decay of the population
of a single site is highly multiexponential. However, simulations
have shown that on these kinds of circular structures the average
single site lifetime is approximately half of the hopping time,47

which results in a minimum hopping time of approximately 180
fs. Combining the measured depolarization time (150 fs) with
the minimum hopping time using eq 2, we find that the effective
size of the ring “N” is less than 11. From electron microscopy
on membranes ofRsp. Viridis,5,6 2D crystallography work of
Karrash et al.,10 and a variety of estimates based on biochemical
and spectroscopic methods,48 it is estimated that the number of
pigments in the LH-1 ring is between 24 and 32. Using these
numbers for the physical size of the ring, the depolarization
rate thus indicates that the “effective” size of an excitation is
between two and three pigments. Similar conclusions have been
drawn by several groups. Measurements of the radiative rate
of different complexes indicated that the exciton is delocalized
over several pigments but that this number is much smaller than
the total number of pigments in the complex.35 Similarly,
pump-probe measurements by Kennis et al. indicate a moderate
delocalization in the LH-2 complex ofRps. acidophila.27

Chachisvilis et al. found that the hopping time that was deduced
from the isotropic signals combined with the depolarization
found in a pump-probe measurement yields a value forN that
is much lower than what would be expected for the LH-2
antenna using a monomer (18) as well as a dimer model (9).
From this discrepancy they conclude that the excitation inRb.
sphaeroidesis delocalized over at least four pigments.28

The anisotropy measurements probed in the middle of the
band exhibit very different behavior. Figure 6 shows an
anisotropy signal measured in the bleaching region of the
difference spectrum. First the initial decay is much faster. This
makes it hard to estimate the decay time since the coherent
artifact is also contributing to these early pump-probe signals.
Furthermore, the anisotropy shows clear oscillations. No such
oscillations of the anisotropy have been observed in the
spontaneous emission of other complexes20,22or in our measure-
ments onRps.Viridis in the stimulated emission region. A
natural explanation for this surprising observation is that this
measurement is nearly a one-color experiment. Therefore, part
of the observed signal is due to nontransferred population (r )
0.4) and part due to excitations that are depolarized (r ∼ 0.1).
The final anisotropy signal is a weighed average of these, sor
) (0.4a + 0.1)/(a + 1), where a is the ratio of both
contributions. It is clear that in this case modulations of the

anisotropy can be ascribed to changes in the relative intensity
of both contributions at the detection wavelength. This is most
likely caused by the specific wavelength dependence of the
oscillations. In the measurement shown in Figure 6 this effect
is enhanced since it is a one-color experiment, and furthermore,
at this wavelength and temperature, there is a relatively large
part of nontransferring excitations (see below).
Previous steady-state fluorescence anisotropy measurements

have shown that, upon excitation in the red part of the absorption
band, the emission is highly polarized.15 This suggests that no
or very little transfer of excitations takes place upon excitation
of the low-energy transitions in the broad absorption band;i.e.,
the state that is excited is also the state that emits. Similar
high fluorescence emission anisotropy has been observed for
various different antenna systems in steady-state33,49and time-
resolved absorption difference measurements.40 Our measure-
ments clearly show that, upon excitation in the red part of the
band, the residual emission anisotropy is higher than 0.1, the
value expected for complete depolarization in a plane. Indeed,
as would be expected from the steady-state fluorescence
measurements, the pump-probe signal only has a higher “end”
anisotropy upon excitation in the very red part of the band
(>1050 nm). Moreover, inherent to the short duration of the
excitation pulse (∼100 fs) the excitation is relatively broad
banded (∼20 nm). Therefore, a considerable part of the excited
states will be outside the narrow band corresponding to high
polarization,15 and therefore the overall anisotropy upon fem-
tosecond excitation is limited to significantly lower values than
the maximum ofr ) 0.4. The “trapping” of excitations on the
lowest state is expected to be temperature dependent, since at
higher temperatures the thermal energy is enough to escape from
the lowest state to slightly higher lying states. This was
confirmed by measuring the anisotropy under the same condi-
tions as in Figure 5, but at 77 K (not shown). The final
anisotropy (at 1.6 ps) in this measurement dropped from 0.16
to 0.13, in agreement with the proposed model.
Exciton Model. A number of groups describe the antenna

system of photosynthetic purple bacteria as a strongly coupled
exciton system.17,25,50 In this case the spectral relaxation is
ascribed to scattering to lower exciton levels. For a completely
delocalized exciton model the exciton spectrum consists mainly
of transitions from the ground state to the two degenerate next
to lowest exciton states. The initial anisotropy of such a system
would be 0.7, decaying rapidly to 0.1 due to dephasing between
the two degenerate perpendicular exciton states.51

Recently, pump-probe measurements with∼35 fs time
resolution were reported for the LH-2 complex ofRps. acido-
phila by Nagarajan et al.25 They find a decrease of the total
delta absorption signal of approximately 30% with a biphasic
decay of 33 and 200 fs. Furthermore, the initial anisotropy is
much higher than the expected maximum of 0.4. Both effects
are described in terms of exciton relaxation of a strongly coupled
ringlike structure (full exciton delocalization over the ring). The
decay of the total intensity of the signal is ascribed to the
relaxation of the excitation to the lowest exciton level. Since
this level is dipole-forbidden in a fully delocalized exciton
model, this relaxation should be accompanied by the observed
decrease of the total signal, as observed by these authors. The
measurements onRps.Viridis in this paper show a very different
behavior. Integration of the spectra in Figure 3a from 990 to
1090 nm reveals no fast components corresponding to a decay
or rise of the total area of the pump-probe difference spectrum
(see inset). We note however that the time resolution of our
measurement is lower than that of Nagarajan et al. A kinetic
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phase of 35 fs would have a∼7 times smaller amplitude due
to the lower time resolution in our experiment and, if present,
might therefore be difficult to observe. The mechanism as
described by Nagarajan et al. predicts however a significantly
larger amplitude for the fast phase in our 77 K measurements
compared to room temperature. At 77 K the thermal energy
(kbT) is 53 cm-1, whereas the gap between the lowest exciton
level and the dipole-allowedk ( 1 states in a fully delocalized
model is (using reasonable assumptions) larger than 100 cm-1.
As a consequence, the final occupation of the lowest exciton
state should be larger than 77% (including the degeneracy of
the k ( 1 states). A comparison of the absorption difference
signal after relaxation (see Figure 1) with the steady-state
fluorescence spectrum in ref 15 shows that at least 30% of the
signal is due to stimulated emission, and thus is not in the dipole-
forbiddenk ) 0 state. Furthermore, recent calculations of the
influence of inhomogeneity on the exciton states has shown that
already a small amount of disorder causes the lowest state to
become allowed.35 We therefore suggest that the fast decay of
the overall signal as observed by Nagarajan et al. is not due to
trapping of excitations in the forbidden lowest state but is due
to some other process. Possibly the 33 fs component observed
in their experiment is partly due to a coherent four-wave mixing
effect as discussed above. Ku¨hn et al. have recently calculated
energy transfer in LH-2 in the presence of disorder and
homogeneous broadening using multilevel Redfield theory.52

In their simulations they find a dynamic decrease of the total
bleaching signal that is qualitatively comparable to the measure-
ments by Nagarajan et al. The rate found in the simulations is
however much slower than found in the LH-2 complex ofRps.
acidophilaand should furthermore be easily resolvable in our
measurements onRps.Viridis. Also, this slow relaxation is not
observed inRps.Viridis. Even at room temperature the decrease
of the total area of the absorption difference spectrum is less
than 5% (not shown).
Apart from being related to steady-state and relaxation

mechanisms, the tentative exciton interaction could explain the
observed oscillations in the pump-probe signals. These would
then not be ascribed to a vibronic origin but to beating between
different exciton levels that have been simultaneously excited
by the broad excitation pulse. In this case one would expect
that the spectral relaxation and the decay of the oscillations occur
on the same time scale. Our measurements, and measurements
on different Bchla containing complexes, have however shown
that the decay of the oscillations is a factor of 2-4 slower than
the spectral relaxation. Furthermore, in case of quantum beats
between different exciton levels, the oscillation frequency should
be strongly dependent on the exciton band structure and thus
implicitly on the strength of the coupling between the pigments.
Kühn et al. have for instance modeled the influence of excitonic
interaction within a Chla-Chl b dimer on the observed coherent
oscillations.53 They show that the beating frequency is mainly
determined by the coupling strength between the pigments. In
many different antenna systems in many different species,
identical frequency modes have however been found. Since it
is very unlikely that the amount of electronic coupling is
constant from system to system and furthermore more or less
temperature independent, electronic coherence is probably not
the cause of the observed oscillations. From the above we
conclude that the experimental observations largely exclude an
excitonic origin for the oscillations in the pump-probe signal.
We note that it is remarkable that no observable influence of
the excitonic coupling on the vibronic frequencies is seen since
also the vibrational transitions have (dipolar) exciton interaction

with neighboring pigments. Even if the dipole moment of the
ground state to first vibronic state is a small fraction of the 0-0
dipole strength, one would expect observable changes in the
transition frequencies due to exciton interaction between these
transitions.
Oscillations. Oscillations as shown in Figures 7 and 8 have

been observed in different antenna and reaction center prepara-
tions in the past. Vos et al. have measured these oscillatory
features in the reaction centers ofRb. sphaeroidesand Rb.
capsulatus.41,42,54 They find oscillatory features with distinct
frequencies ranging from 15 to 200 cm-1 with damping times
of approximately 2 ps at room temperature. In different
(bacterial) antenna systems, comparable features have been seen.
Also in these systems oscillations in the pump-probe signals
as well as spontaneous emission are underdamped and last for
approximately 1 ps.21-23 In the LH-1 complex ofRb. sphaeroi-
desthe temperature dependence of the oscillations was found
to be very strong.21 In these systems at room temperature hardly
any amplitude of the oscillation can be seen, in contrast toRps.
Viridis for which at some wavelengths oscillations with an
amplitude of∼20% are observed at this temperature. Also in
the bacterial reaction center there is a very strong temperature
dependence of the amplitude of the oscillations,42 leading to a
strong reduction of the amplitude at room temperature.
Nature of the Oscillation. The observed oscillations are

generally ascribed to a simultaneous excitation of different
excited-state vibrational levels of the molecule due to the broad
spectral width of the excitation pulse. This excitation prepares
the molecule in a wave function that is a superposition of the
different vibronic wave functions, so

In principle, in a four-wave mixing experiment as pump-probe,
also a wave packet can be created in the ground state by resonant
impulsive Raman excitation. The motion of this wave packet
would however not be visible in the excited-state absorption
(ESA) part of the delta OD spectrum. Since inRps.Viridis the
oscillations in the ESA part of the spectrum are virtually
identical to the features in the bleaching/stimulated emission
part, the contribution of the ground-state wave packet is probably
negligible. A similar conclusion was drawn by Bradforth et al.
on the basis of spontaneous emission experiments22 and by
Chachisvilis et al. following an analysis of the wavelength
dependence of the oscillations.23 The values of the constants
c(n) in eq 3 are determined by both the Franck-Condon factor
of thenth vibronic level as well as the intensity of the excitation
pulse at the frequencyω + nωvib. Also, the vibrational ground-
state level in which the molecule was before excitation is
important. Certainly at room temperature (kbT ∼ 200 cm-1)
there is significant population of higher vibrational levels in
the ground state. For simplicity, we assume however that the
molecule is in the ground-state vibrational level. This is clearly
true for the 4 K measurement and partly true for the 77 K
experiment (population of the 65 cm-1, ν ) 1 level is in that
case 23%). Note however that there is very little temperature
dependence of the oscillations (see Table 1). In the work
presented here, the width of the excitation pulse used is 200
cm-1. Due to this relatively narrow spectrum at most the first
and second vibronic level of the 103 and 65 cm-1 levels can be
excited by the excitation pulse. Furthermore, the Franck-
Condon factor is strongly dependent on the vibrational quantum
number and is given by55

Ψ(t) ) c(0)eiωt|e,0〉 + c(1)ei(ω+ωvib)t|e,1〉 + ...+
c(n)ei(ω+nωvib)t|e,n〉 (3)
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Note that theSstands for the linear electron-nuclear coupling
of asinglevibrational mode. This should not be confused with
the total integrated electron-phonon and vibration coupling.
Values forSwere determined by Cherepy et al. for the accessory
bacteriochlorophyll of the reaction center ofRb. sphaeroides.56

The values for the vibrational modes below∼300 cm-1 were
in the range 0.013-0.036. If we take the upper limit of this
range (0.036), we can calculate using eq 4 that the Franck-
Condon factors of the first three components of the wave
function scale as FC(0):FC(1):FC(2)) 0.96:0.034:0.0006.
From this we conclude that, using these values forS, only the
lowest vibrational level can be excited. Moreover we note that
only for S> 0.2 the magnitude of the second Franck-Condon
factor becomes considerable (>10% of FC(1)).
As described by Vos et al., the dependence of the oscillations

on the wavelength of detection is caused by the fact that at
different wavelengths different positions of the vibrational
coordinate are probed. In the case of anarrow, moving wave
packet on the excited-state surface, this results in a gradually
changing phase of the oscillation over the band. This was
indeed observed in the reaction center ofRb. sphaeroides.41 If
however, as stated above, only the two lowest vibrational states
participate, the wave packet consists of the beating of only the
0th and 1st vibrational wave function. The wave functions of
these states are well-known, and the final time-dependent
overlap of the wave function with the ground state does not
show any wavelength-dependent phase shift. This is in agree-
ment with the measurements shown in Figure 7, which suggests
that in Rps. Viridis mainly the lowest vibrational states are
contributing to the observed oscillations. Chachisvilis et al.
found in the LH-1 complex ofRb. sphaeroidesandRsp. rubrum
that the phase was a gradually changing function of the detection
wavelength, with extremes on the edges of the delta absorption
spectra.23 This would suggest that in their experiment more
than just the two lowest vibrational levels were excited, implying
that the coupling of the relevant modes to the electronic
transition would be much stronger in these systems. There are
however no additional indications for largerS values of
vibrations in these systems. We note that the spectral width of
the excitation pulse in their experiments was about a factor 2
larger, which might have been responsible for relatively larger
population of the higher vibronic levels.
In the bleaching/stimulated emission region the oscillatory
features are in line with those observed in other reaction center
and antenna preparations.23,42 At 77 K, no observable oscillatory
features are observed upon probing at 1065 nm. At the same
wavelength aπ-phase jump of the oscillations takes place.
However, in contrast to the reaction center this point does not
coincide with the emission maximum15 but is approximately
10 nm red-shifted.
Amplitude of the Oscillation. In the vibronic model the

spectroscopically observed beating is caused by the cross terms
when calculating the expectation value of an observable using
the wave function in eq 3. The finally observed amplitude is
dependent on both the specific expectation value calculated (so
among others onλdet) and the valuesc(n) in eq 3. Of additional
influence is the method of analysis used (see Materials and
Methods section). InRps.Viridis, the Fourier spectrum of the
oscillating features consists of two well-separated, narrow
modes. This effectively enhances the visibility of the oscilla-
tions since congested regions of modes interfere strongly and
effectively cause a fast initial decay. The latter is strongly

suppressed in our analysis because exponential components are
subtracted from the residual. The well-defined Fourier spectra
in Rps.Viridis could be related to a “better defined” or less
inhomogeneous structure of this system. This relative enhance-
ment could also explain the apparent contradiction between the
wavelength independence of the phase of the oscillations and
their relatively large amplitude.
In that sense it is interesting to relate the measured oscillations

to the fine structure seen in the absorption band ofRps.Viridis.15
In the decomposition of the spectrum, we have found a splitting
of 102 cm-1 between the lowest energy band and the second
band. If we ascribe the spectral heterogeneity to a vibronic
progression, there is a remarkable correspondence between the
splitting of the bands and the 104 cm-1 mode observed in the
oscillations. However, in the absorption analysis, no 65 cm-1

mode was obtained, and furthermore a description with Gaussian
bands is more of a descriptive nature and does not relate to a
physical model for the line shapes. To make a more accurate
analysis of the possible vibronic nature of the absorption bands
and to estimate the Huang-Rhys factors and mode frequencies,
we are planning to do spectral line-shape calculations analogous
to those by Pullerits et al.57 using both the temperature-
dependent absorption and emission spectra.39 From Figure 7b
it is clear that there is no excitation wavelength dependence of
the amplitude of the oscillations. This observation is hard to
reconcile with a simple model where the absorption band of
Rps.Viridis consists of a relatively narrow distribution of zero
phonon transitions in the red and a vibronic progression
extending to the blue of the absorption spectrum. Assuming
that the coherent nuclear motion is created upon excitation, one
would in this case expect a very large difference in the
oscillation (amplitude) between the 1017 nm excitation case
(mainly overlap of the pulse with the vibronic lines) and the
1056 nm kinetics (mainly overlap with the zero phonon lines).
The different excitation wavelengths should have caused a very
a different ratio between thec(0) and c(1) constants and
consequently a different beating amplitude.
The time-resolved vibrational coherence as measured in a

pump-probe experiment is strongly related to the spectral
information of the vibrational structure as determined by steady-
state spectroscopic techniques. There is for instance a strong
correspondence between the modes observed in the resonance
Raman spectra and the oscillations seen in pump-probe
measurements. Lutz et al. found Raman bands at 65, 86, 108,
138, 172, and 189 cm-1 in the LH-1 complex ofRb. sphaeroi-
des.58 Some of these lines correspond nicely to the main modes
found by Chachisvilis et al. in the same system (at 90, 110,
and 175 cm-1).21 The modes reported here seem to correspond
to some of these modes, although different lines are prominent
in this antenna system. InRps.Viridis, the 65 cm-1 mode, which
was not observed in the time-resolved data of theRb. sphaeroi-
desantenna, is very strong whereas the 90 cm-1 mode is absent
in our measurements. The observed modes are slightly different
from those obtained in fluorescence line narrowing measure-
ments of the LH-1 antenna ofRps.Viridis (Robert, B. personal
communication). The corresponding modes, at 88 and 114
cm-1, are both slightly higher than those found in the pump-
probe measurements in this paper. We note that the 88 cm-1

mode was measured on the edge of the detection range of the
fluorescence apparatus, and the precise frequency of this mode
might therefore be slightly distorted.
Decay of the Oscillations.One of the most puzzling aspects

is the relatively slow damping of the vibrational oscillations.
Especially in an antenna system where rapid energy transfer

FC) |〈ne|0g〉|2 ) (Sn/n!)e-S (4)
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takes place, a mechanism of transfer of vibrational coherence
should be active to explain a damping time that is much larger
than the estimated hopping time. For instance, if we takeτhop
) 100 fs, approximately six transfer steps take place before
the oscillation coherence is destroyed.
There are several different possible decay mechanisms for

the vibrational oscillations. The total width (decay time) of the
observed vibrational mode can be divided into a homogeneous
and an inhomogeneous contribution. The inhomogeneous
contribution represents the spread of the energy spacing between
the vibrational levels. This results in a decay of the oscillations
due to a free induction decay like process. The homogeneous
contribution consists of thermal dephasing and relaxation
processes of the vibrational levels. Relaxation processes can
occur between the different vibrational levels of the pigment
or can be due to electronic transfer to other pigments (population
transfer). An estimate of the rate at which these relaxation
processes take place can be extracted from the resonance Raman
measurements. Note that these give an upper limit to the decay
time since in the ground state no population transfer path is
present. Even though the Raman measurements probe the
ground-state vibrational levels, probably the dephasing and
relaxation mechanisms are identical to those in the excited state.
Measurements on the accessory chlorophyll in the reaction
center ofRb. sphaeroideswere done by Cherepy et al. using
the SERDS technique.56 The Raman lines found have a width
of approximately 20 cm-1, very close to the widths found in
the Fourier transform of our residuals. Consequently, we
propose that a large part of the∼700 fs decay of the coherent
nuclear motion must be due to inherent properties of the pig-
ment and not due to excitation transfer. If we assume that
the line width found in the Raman measurements is mainly
due to homogeneity, we can calculate that the extra broadening
due to excitation transfer is in the order of 10 cm-1, which
corresponds to 1.6 ps. To explain that, during the electronic
transfer steps there is a very slow decay of the oscillation
amplitude, a form of transfer of the vibrational coherence should
take place.
Transfer of Vibrational Coherence. Jean et al. have

performed model calculations on the transfer of coherence
during a charge-transfer process.59-61 This was modeled by
calculating the evolution of a system that consists of a single
ground-state potential and two excited-state potentials where
tunneling was possible. These simulations have shown that
under reasonable circumstances the coherence is effectively
transferred from donor to acceptor. However, in this modeling,
a single reaction coordinate was used. This is only valid in the
strong coupling case, whereas for energy transfer between the
pigments in the light-harvesting antenna probably the intermedi-
ate coupling case is more valid.
One mechanism for transfer of vibrational coherence to

consider is that, just like excitation with a short pulse creates a
narrow wave packet on the excited potential, also an impulsive
energy-transfer step prepares the acceptor molecule in a narrow
wave packet in the Franck-Condon region. Since in reality
each transfer step is not impulsive, but has a time spread
determined by the transfer time (τhop), the oscillations will decay
due the created phase shifts of the oscillation in the acceptor
molecule. To calculate the effect of a nonimpulsive transfer
step on the oscillation amplitude, we have to calculate the
convolution of the oscillation with the (exponential) transfer
function. This problem is analogous to that of the amplitude
modulation of signals by a RC low pass filter in electronics.
Straightforward calculation yields that in each transfer step the

oscillation amplitude is damped with a factorRs given by

whereRs is the reduction of the oscillation amplitude per step,
τhop the hopping time, andTosc the period of the oscillation. To
relate this reduction per step to the decay time of the oscillation
amplitude in case of multiple transfer steps, we use

giving for the decay of the amplitude of the oscillation:

For the two oscillatory modes found inRps.Viridis (65 and
100 cm-1) the relation between the hopping time and the decay
time of the oscillations is given in Figure 9. Since the hopping
time is expected to be between 80 and 150 fs, it is clear from
the graph that the “hopping”-like model does not apply to
explain the long decay times of the oscillations observed inRps.
Viridis and other bacterial antenna systems. Furthermore, the
model describes the decay due to transfer only, which is larger
than 1.5 ps (see above). Most essential in the above reasoning
is that the transfer step is a pure probability process, or in other
words the transfer probability is constant in time. To explain
the long damping times found for the oscillations, we have to
assume that the transfer rate is a function of the generalized
nuclear coordinate, so (ktransfer(Q)). Actually, as was also noted
by others, the oscillations imply that standard theories for
excitation transfer do no longer apply.21,41,62 For instance, one
of the assumptions for the Fo¨rster transfer theory is that the
vibrational relaxation in the donor molecule is much faster than
the transfer time between the donor and acceptor. Clearly, the
observed vibrations are not in agreement with this constraint.
The coherent nuclear motion will cause a modulation of the
spectral overlap between the donor and acceptor molecules, and
will thereby modulate the probability of transfer between them.
A more quantitative theory of transfer between vibrationally
excited molecules should be developed to estimate whether such

Figure 9. Expected damping time for the 65 (dashed) and 100 cm-1

(solid) modes. Curves were calculated using eq 7.

RS ) 1

[(2πτhop
TOSC )2 + 1]1/2

(5)

e-t/τdamp) Rs
t/τhop (6)

τdamp) τhop ln
-1[(2πτhop

TOSC )2 + 1]1/2 (7)

4370 J. Phys. Chem. A, Vol. 102, No. 23, 1998 Monshouwer et al.



a theory is capable of explaining the slow decay of the nuclear
vibrations in these antenna systems.

V. Concluding Remarks

We summarize that the oscillations seen inRps.Viridis are
most probably due to vibrations and not due to beating between
exciton levels. The size of the oscillations suggests that the
Franck-Condon factors are relatively large in this LH-1 antenna
compared to Bchla containing systems, which could also be
an explanation for the observed fine structure in the low-
temperature absorption spectrum. The large oscillations imply
that, since the transfer rate between pigments is among others
governed by the spectral overlap, the transfer rate is not inde-
pendent of time. A simple calculation shows that a modification
of basic transfer theory is needed to explain the slow decay
(∼700 fs) of the oscillations observed. We suggest that a time-
dependent transfer rate could play a large role in maintaining
the phase relationship between the nuclear motions of donor
and acceptor. Even though other (Bchla containing) LH-1 and
LH-2 antenna systems show no fine structure in the absorption
spectrum, persistent oscillations in these systems have also been
observed. An explanation for this could be that inhomogeneous
broadening or structural heterogeneity in these systems washes
out the bulk spectral features of the vibronic bands. However,
also in these systems, the above mechanism could underlie the
slow damping of the nuclear oscillations.
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